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	3.13 Other firms are partnering with LawTech companies who have developed bespoke tools and products built on Large Language Models trained on legal data e.g. CaseText.
	3.14 Finally, some firms are providing training and guidance to their staff on the use of free to access applications built on general purpose models e.g. ChatGPT and Bing Chat for legal research and drafting (see Figure 3.1- Model B below). Recent re...
	3.15 Irrespective of which model is adopted by entities or individuals regulated under the LSA 2007, any outputs from Gen AI applications that are incorporated into the delivery of legal services to clients are regulated in the same way as other legal...
	3.16 As noted above, there is little data on the use of Gen AI applications to deliver legal services by the unregulated legal services sector. The findings of survey research exploring technology and innovation in the legal services sector, published...
	3.17 Research conducted by the LSB (2018) found that only 5% of providers of legal services in England and Wales were currently using case outcome predictive technologies, with a further 5% planning to adopt these tools over the next 3 years (LSB, 201...
	3.18 Whilst the findings are not directly comparable, due to the methodology adopted, subsequent research suggests that the proportion of firms planning to adopt predictive technologies over the next three years may increase (LSB, 2023:37). By 2023, L...
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	3.20 In 2023, LawtechUK published a report consisting of 12 case studies on the use of machine learning in the delivery of legal services. Of the tools featured, two are described as providing case outcome prediction in relation to insurance claims (W...
	3.21 As noted above, there is no comprehensive data to understand the use of case outcome predictive applications by organisations operating in the unregulated legal services sector. LSB research published in 2023, which did examine the development an...

	4 Opportunities for consumers
	4.1 Proponents of an expanded role for Gen AI applications and case outcome predictive technologies in the provision of legal services point speculatively to three categories of opportunity for consumers. These are:
	4.2 Advocates for the use of Gen AI applications by law firms and legal services providers argue that adoption of these tools will increase access to justice by creating efficiency gains that will be passed on to consumers in the form of lower prices....
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	4.4 In terms of increasing access to justice, proponents argue that applications such as ChatGPT offer crucial benefits for consumers over traditional online resources which are hosted on legal information and consumer rights specific sites (e.g. Citi...
	4.5 Studies in the US led by Professor Margaret Hagan, Director of the Stanford Legal Design
	Lab, have identified strong consumer appetite for using these tools that only increases once people have tried them (Hagan, 2024). The free, instantaneous, cleanly formatted and seemingly credible nature of the information provided is enough to comman...
	4.6 Advocates for these tools argue that, in the future, given large enough, relevant training sets, case outcome predictive technologies could reduce the cost of legal services either through i.) reducing the cost of providing legal services by allow...
	4.7 These purported benefits are, at present, both speculative and highly contested (see discussion at Section 5 below). A review of existing evidence found that only five of the 28 papers published between 2015 and 2022 claiming to predict the outcom...
	4.8 Further to this, the notion that case outcome predictive tools could remove the need for legal representation entirely relies on a particular understanding of both why consumers seek legal advice and representation, and the benefits that legal adv...
	4.9 Case outcome predictive technologies may help consumers to evaluate their prospects of success in a.) pursuing particular litigation strategies e.g appealing decisions within a case or b.) selecting dispute resolution forums.
	4.10 In the US, technology is being developed that aims to identify winning arguments before the appellate courts in Pennsylvania in relation to child custody cases and build this information into a user interface that supports unrepresented litigants...
	4.11 A further application of case outcome prediction technologies could be to support consumers to make better informed decisions about their dispute resolution strategy. If, in the future for example outcome predictions were available to compare pro...
	4.12 More speculatively, academics have proposed that an expanded role for case outcome prediction tools might help lawyers to identify new areas of practice or new types of claims that conventional wisdom would advise against (Alexander, 2023:158). T...
	4.13 Case outcome predictive technologies, when deployed by bulk or repeat consumers e.g. insurance companies, may help these firms to make better decisions, reducing inconsistency and avoiding the need for litigation (see for example Kennedys IQ cite...

	5 Risks for consumers
	5.1 Researchers and academics have highlighted a number of potential risks for consumers posed by the widespread use of Gen AI applications and case outcome predictive technologies in the context of the delivery of legal services to consumers.
	5.2 Unrepresented consumers who rely on free to access Gen AI applications (e.g. ChatGPT) to access legal information are particularly at risk of receiving in return inaccurate or fictional responses that they rely on to their detriment. This is becau...
	5.3 A recent study published by the StanfordReg Lab in 2024 has raised wider concerns about the reliability of Large Language Models in legal contexts, finding that the risks of using applications like ChatGPT for legal research are especially high fo...
	5.4 Experts in legal technology are clear that that training generative AI on relevant documents, such judgments and court decisions, can dramatically improve the accuracy of the responses that applications like ChatGPT provide . However, in England a...
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	5.6 Even in the higher courts, the lack of availability of a complete record of judgments and decisions poses a problem for the development of accurate and reliable case outcome predictive tools (see para 5.4 above).
	5.7 As serious in the context of civil justice is the absence of data on the number and characteristics of cases and claims that settle before they reach court. In England and Wales, most cases in the civil justice system settle pre-trial- research pu...
	5.8 Missing or inadequate data can also lead to erroneous or incorrect advice to consumers. For example, case outcome predictive tools that use the identity of an individual lawyer as a feature, but exclude data on the merits of the case (e.g. LexMach...
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	5.10 As a subfield of automatic legal analysis, applying Natural Language Processing techniques to court decisions and documents with the aim of predicting case outcomes has rapidly expanded in the last six years (Medvedeva, 2023:196). The growth of t...
	5.11 While informed consumers may be able to sense check the outputs of case outcome predictive technologies against their own relational experience, consumers without legal expertise are ill-placed to assess the performance of these technologies. In ...
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	5.13 Further, experts interviewed in preparing this paper raised concerns that those interested in case outcome prediction tools as an access to justice intervention in the PeopleLaw space may misunderstand the nature of the access to justice challeng...
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	5.15 The propensity for case outcome prediction tools to perpetuate the decisions of the past may result in consumers who have historically received worse outcomes on account of discrimination or bias, continuing to receive these outcomes into the fut...
	5.16 Research published by the LSB and SRA in 2022 aimed to explore the social acceptability of the use of technology in legal services- comparing the attitudes of legal professionals to those of the public  (LSB & SRA, 2022). The findings of this res...
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	5.18 Research commissioned by Justice Lab UK conducted by Ipsos Mori suggests that concerns about the impact of an expanded role for case outcome predictive tools in legal services on public confidence may be well founded. The research, conducted in 2...
	5.19 In the public deliberation exercise participants expressed strong concern that the growth in products to predict case outcomes might be used to encourage people on low incomes not to pursue their cases in court- exacerbating existing concerns abo...
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	5.20 As such, participants worried that diverting a high volume of lower chance cases from the courts would stop judicial precedents from progressing, with future outcomes heavily influenced by a stagnant set of previous cases. (Ipsos Mori, 2022:31)
	5.21 Some participants felt that proponents of these approach misunderstood the motivations that brought people to the justice system in the first place. Participants, including those with previous experience of proceedings argued that people want to ...
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	6.17 Resource constraints mean that the ICO focusses on areas or fields of activity which at present do not include case outcome predictive tools (AWO, 2023:12). More saliently, where Article 22 is not engaged, it is not clear that UK GDPR speaks to t...
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	7 Policy and advocacy landscape in England and Wales
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